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Abstract — Temporal difference (TD) learning family tries to learn a least-squares solution of an approximate linear value function (LVF) to deal with large scale and/or continuous reinforcement learning problems. However, due to the represented ability of the features in LVF, the predictive error of the learned LVF is bounded by the residual between the optimal value function and the projected optimal value function. In this paper, Temporal difference learning with Piecewise linear basis (PLB-TD) is proposed to further decrease the error bounds. In PLB-TD, there are two steps: (1) build the piecewise linear basis for problems with different dimensions; (2) learn the parameters via some famous members from the TD learning family (linear TD, GTD, GTD2 or TDC), which complexity is \( O(n) \). The error bounds are proved to decrease to zero when the size of the piecewise basis goes into infinite. The empirical results demonstrate the effectiveness of the proposed algorithm.
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I. Introduction

Reinforcement learning aims to maximize a long term cumulative reward by learning an optimal policy during interacting with an environment. Function approximation techniques such as linear function approximation\(^1\), regression tree methods\(^2\), neural networks\(^3\), Bayesian methods\(^4\), and kernel methods\(^5\) are usually combined with reinforcement learning algorithms to deal with the curse of dimensionality in the large scale and/or continuous problems. Among them, linear function approximation is particularly attractive due to its simplicity to implement and analyze.

The TD learning family mainly includes linear TD and TD(\(\lambda\))\(^6\), least-squares TD(\(\lambda\)) algorithm (LSTD(\(\lambda\)))\(^7\), Incremental least-squares TD learning (iLSTD)\(^8\), Gradient temporal-difference (GTD)\(^9\), 2nd generation of GTD (GTD2) and TD with gradient correction (TDC)\(^10\), etc. All of them are trying to get a least squares solution \( \theta^* \) that is bounded as:

\[
||\Phi^T \theta^* - V^*||_D \leq \frac{1 - \lambda \gamma}{1 - \gamma} ||IV^* - V^*||_D \tag{1}
\]

where \( \Phi \) is a feature matrix of all the states, \( \theta \) is the parameter vector to be learned in a linear system, \( V^* \) is the optimal value function unknown to learning algorithms, \( D \) is a diagonal matrix, \( II = \Phi (\Phi^T D \Phi)^{-1} \Phi^T D \) is a projection operator, \( \lambda \) is the eligibility trace and \( \gamma \) is a discount factor\(^11\). Several methods have been developed to decrease the bound as in the righthand of Eq. (1). The most common way focuses on the study of the projection \( II \): the projection operator itself and feature selection. The studies are summarized as follows: (1) Projection operator: Different solutions such as TD, LSTD, are theoretically analyzed and are proved that each solution is optimal with respect to a specific objective function (a specific projection operator) in 2002\(^12\); As an extension, a unified oblique projection view is proposed to compare the method of computing the temporal difference fix point with the method of minimizing the Bellman residual in 2011\(^13\); LSTD with random projections (LSTD-RP) is proposed to deal with the reinforcement learning problems with high dimensional space when the number of features is bigger than the number of samples in 2010\(^14\); New temporal difference methods for general projected equations are proposed to deal with near singularity in the associated matrix inversion\(^15\).

(2) Feature selection: A Bellman-error-based approach is proposed to iteratively generate basis functions for linear value function approximation\(^16\). Regularization methods try to select appropriate features, which in some sense modifies the projection operator \( II \) in order to decrease the bound\(^17\)–\(^21\).

In 2007, Piecewise linear function approximation (PLFA) divides the state (or state action) space into several partitions. The goal is to learn an estimate \( \theta_i \) for each partition\(^22\). However, there is no theoretical analysis about error bounds.

The error bound Eq. (1) can be very large if the feature function \( \phi \) is not well defined. In this paper, we aim to decrease the error bound further. Piecewise linear basis combined with the least squares method is proposed in 2009 to deal with the approximation problem of lognormal sum distribution\(^23\).

Inspired by this, we bring piecewise linear basis to reinforce-
ment learning with function approximation, extend piecewise linear basis from 1-dimension to multi-dimension, and propose a projection method to deal with RL problems with non-deterministic dimensionality. Suppose the true value function is smooth +, the optimal value function with piecewise linear basis can exactly approximate the true value function as the number of the piecewise linear basis goes to infinity.

The rest of the paper is organized as follows. Related work and our motivation is given in Section II. In Section III, 1-dimension piecewise linear basis is introduced, and its error bound is theoretically analyzed. In Section IV, the extension from 1-dimension to deterministic multi-dimension and non-deterministic dimension piecewise linear basis is studied. Then, the PLB-TD algorithm is proposed. Section V presents the experimental settings and results, and some analysis is given. Finally, the conclusion is given in Section VI.

II. Related Work

We start with a short introduction to RL, tabular TD(λ), linear TD learning family and our motivation.

1. Markov decision process

Reinforcement learning (RL) in sequential decision making can typically be modeled as a Markov decision process (MDP)[11]. An MDP is a tuple \((S, A, R, P)\), where \(S\) is the state space of the environment; \(A\) is the action space of the agent; \(R: S \times A \times S \rightarrow R\) is a reward function; \(P: S \times A \times S \rightarrow [0, 1]\) is a state transition function.

A policy is a mapping \(\pi: S \times A \rightarrow [0, 1]\). The goal of the agent is to find an optimal policy \(\pi^*\) to maximize the expectation of a discounted accumulative reward in a long period \(R: \pi^* = \arg\max_{\pi} E_{\pi}\left[\sum_{t=0}^{\infty} \gamma^t r_t\right]\), where \(\gamma\) is a discount factor; \(\gamma\) is the reward at time-step \(t\), and \(E_{\pi}[\cdot]\) is the expectation with respect to the policy \(\pi\).

In this paper, we focus on the stationary policy \(\pi\), which is defined as: \(V^\pi(s) = E_{\pi} \left[\sum_{t=0}^{\infty} \gamma^t r_t | s_0 = s\right]\). The optimal value function is defined as: \(V^*(s) = E_{\pi^*} \left[\sum_{t=0}^{\infty} \gamma^t r_t | s_0 = s\right]\). According to the Bellman optimality equation,

\[
V^\pi(s) = \max_a E[r_{t+1} + \gamma V^\pi(s_{t+1})|s_t = s, a_t = a]
\]

\[
= \max_a \sum_{s'} P(s, a, s')(R(s, a, s') + \gamma V^\pi(s'))]
\]

2. The linear TD learning family

The tabular TD learning algorithms cannot work for large scale or continuous RL problems due to the curse of dimensionality[11]. Thus, function approximators are commonly used to solve such problems. In this paper, we focus on the linear function approximation. The linear TD learning family has many members that have been summarized in the introduction. In the following, linear TD learning and gradient temporal difference learning are introduced because they are the most famous algorithms, and their complexity is \(O(n)\) that enables online learning.

1) Linear TD(λ)

Linear TD(λ) learning is combined with a linear function approximator, where the value function is represented as:

\[
\hat{V}(s) = \theta \phi^T(s) = \sum_{i=1}^{M} \theta_i \phi_i(s), \text{ where } \phi(s) = [\phi_1(s), \phi_2(s), \ldots, \phi_M(s)] \text{ is a vector of feature functions; } M \text{ is the number of the feature function and } \theta = [\theta_1, \theta_2, \ldots, \theta_M] \text{ is a weight vector.}
\]

The update rules for the linear TD(λ) algorithm at each iteration \(t\) become:

\[
\theta_{t+1} = \theta_t + \alpha \delta_t e_t
\]

where the temporal difference error is evaluated as:

\[
\delta_t = r_t + \gamma \phi^T(s_{t+1}) - \theta^T \phi(s_t)
\]

and the eligibility traces are updated according to:

\[
e_{t+1} = \gamma \lambda e_t + \phi(s_{t+1})
\]

The convergence of the tabular and linear TD learning algorithms has been well studied in Ref.[23].

2) Gradient temporal difference learning

Gradient TD (GTD)[9], 2nd generation of GTD (GTD2)[10] and linear TD with gradient correction (TDC)[10] aim to minimize the Mean square projected Bellman Error (MSPBE).

\[
MSPBE(\theta) = \| \hat{V}(s) - \Pi T \hat{V}(s) \|_{D^2}
\]

where \(T\) is the Bellman operator (\(V = R + \gamma P \hat{V} = TV\)) and \(\Pi\) is the projection operator (\(\Pi = \Phi(\Phi^T D \Phi^{-1})^T D\)), where \(\Phi = [\phi(s_1), \phi(s_2), \ldots, \phi(s_N)]^T\). The update rules for GTD are as follows:

\[
\theta_{t+1} = \theta_t + \alpha_t (\phi_t^T \phi_t)^{-1} \phi_t^T \delta_t w_t
\]

with

\[
w_{t+1} = w_t + \alpha_t (\delta_t - \phi_t^T w_t) \phi_t
\]

GTD2 updates the same \(\theta\) as GTD, but with a different \(w\) update:

\[
w_{t+1} = w_t + \alpha_t (\delta_t - \phi_t^T w_t) \phi_t
\]

In TDC, \(\theta_{t+1} = \theta_t + \alpha_t \delta_t \phi_t - \alpha_t \gamma \phi_{t+1} (\phi_t^T w_t)\) with \(w\) updated as in GTD2.

3. Motivation

The above algorithms try to find a best parameter \(\theta\) in the sense of least squares. The error of the optimal \(\theta\) is bounded as in Eq.(1). Since the approximated solution \((\hat{\theta})\) on the predefined feature space, if the feature function \(\phi\) is not well defined, then, this solution may differ a lot from the (unknown) optimal solution. In this paper, our motivation is to decrease the error bound further via piecewise linear basis functions.

III. Piecewise Linear Value Function

Based on the above motivation, 1-dimension piecewise linear basis is introduced and the error bound is analyzed as follows.

1) 1-dimension piecewise linear basis

Let the interval \([a, b]\) be divided into \(n\) equal sub-intervals \(I_i = [x_{i-1}, x_i]\) of length \(l = (b - a)/n, i = 1, 2, \ldots, n\). Obviously, \(x_i = a + i \times l\) for \(i = 0, 1, \ldots, n\). Let a Piecewise linear basis (PLB) function \(\phi\) denotes \(n+1\) dimensional vector space of the interval \([a, b]\).

\[
\phi_i(x) = f\left(\frac{x - x_i}{l}\right), \quad i = 0, 1, \ldots, n
\]
and
\[ f(x) = \begin{cases} 
1 + x, & \text{if } x \in [-1, 0] \\
1 - x, & \text{if } x \in [0, 1] \\
0, & \text{otherwise}
\end{cases} \]

2. Piecewise linear value function

Piecewise linear value function (PLVF) is a linear value function with piecewise linear basis, e.g., for state \( s \):
\[ V(s) = \theta \phi^T(s) = \sum_{i=0}^{n} \theta_i \phi_i(s) \quad (10) \]
where the PLB \( \phi(s) = [\phi_0(s), \phi_1(s), \phi_2(s), \ldots, \phi_n(s)] \) is defined as Eq.(9), \((n + 1)\) is the size of the piecewise linear basis and \( \theta = [\theta_0, \theta_1, \theta_2, \ldots, \theta_n] \) is the parameter vector. It is easy to get that \( V(x_i) = \theta_i \) for all \( i \).

**Theorem 1** Suppose the true value function \( V \) is smooth, then the piecewise linear value function \( \tilde{V} \) learned from the TD learning family will converge to the true value function \( V \) as the number of piecewise linear basis goes to infinity.

**Proof** It is enough to show that \( \lim_{n \to \infty} ||V - \tilde{V}||_2 = \lim_{n \to \infty} \min_{\phi \in \mathcal{C}} ||V - \phi||_2 = 0 \).

Since \( V \) is a smooth function of \( x \) over \([a, b] \), it is uniformly continuous. Thus, for any given precision parameter \( \epsilon > 0 \), there exist \( \delta > 0 \) such that \( |V(p) - V(q)| < \epsilon/\sqrt{b-a} \) whenever \( |p - q| < \delta \) for all \( p, q \in [a, b] \). Divide \([a, b] \) into \( n \) equal subintervals with \( n > (b-a)/\delta \).

Since the parameter vector \( \theta \) of the piecewise linear value function is learned from the TD learning family, then the optimal vector \( \theta \) is \( \theta_i = V(x_i) \), for any \( i \leq n \). That is \( \tilde{V}(x) = \sum_{i=0}^{n} V(x_i) \phi_i(x) \). Then, since \( \sum_{i=0}^{n} \phi_i(x) \equiv 1 \),
\[ |V(x) - \tilde{V}(x)| = \left| \sum_{i=0}^{n} V(x)\phi_i(x) - \sum_{i=0}^{n} V(x_i)\phi_i(x) \right| \leq \sum_{i=0}^{n} |V(x) - V(x_i)|\phi_i(x) \leq \epsilon/\sqrt{b-a} \sum_{i=0}^{n} \phi_i(x) = \epsilon/\sqrt{b-a} \quad \text{uniformly on } [a, b]. \]

It follows that
\[ ||V - \tilde{V}||_2 = \left[ \int_{a}^{b} (V(x) - \tilde{V}(x))^2 dx \right]^{1/2} \leq \max_{x \in [a,b]} |V(x) - \tilde{V}(x)|\sqrt{b-a} < \epsilon/\sqrt{b-a} \sqrt{b-a} = \epsilon \]
which implies that \( \min_{\phi \in \phi} ||V - \tilde{V}||_2 \leq ||V - \tilde{V}||_2 < \epsilon. \) Since \( \epsilon \) is arbitrary, the theorem is proved.

IV. Temporal Difference Learning Family with Piecewise Linear Basis

In the above theorem, we suppose that the true value function is smooth over the interval \([a, b] \). In practise, states are not naturally arranged in 1-dimension, but represented in multi-dimension, even in non-deterministic multi-dimension.

There are two main categories of methods: (1) to extend PLB from 1-dimension to multi-dimension for deterministic dimensionality; (2) to project the states from multi-dimension into 1-dimension for non-deterministic dimensionality.

1. Extension from 1-dimension to multi-dimension

Let state \( s \) be represented in a \( K \)-dimension vector \((x_1, x_2, \ldots, x_K) \), where \( K \) is the dimensionality of the multi-dimension. For each \( i \)-dimension, \( x_i \in [a_i, b_i] \) is divided into \( n_i \) equal sub-intervals \( I_{ij} = [x_{ij-1}, x_{ij}] \) of length \( l_i = (b_i - a_i)/n_i, j = 1, 2, \ldots, n_i \). Obviously, \( x_{ij} = a_i + j \times l_i, \) for \( j = 0, 1, \ldots, n_i \). Then, the number of the piecewise linear basis for the state space in \( K \)-dimension is
\[ N = \prod_{i=1}^{K} (n_i + 1) \quad (11) \]
and the state space is divided into \( \prod_{i=1}^{K} n_i \) \( K \)-dimension subspaces. Let PLB \( \phi = [\phi_0, \phi_1, \ldots, \phi_{N-1}] \) denotes \( N \) dimensional vector space of the states, where each basis \( \phi_m \) \((0 \leq m \leq N - 1) \) is corresponding to a vertex of the subspace \( p = (x_1, p_1, x_2, p_2, \ldots, x_K, p_K) \) and \( m = \sum_{i=1}^{K} p_i \prod_{j=i+1}^{K} n_j \).

For a given state \( s = (x_1, x_2, \ldots, x_K) \), find intervals \( I_{ij} \) for each dimension \( i \), where \( x_i \in I_{ij} \), that is \( x_{i,j-1} \leq x_i \leq x_{i,j} \).

There are \( 2^K \) vertex for all these intervals. Suppose each vertex denotes as \( V_q = (v_{q,1}, v_{q,2}, \ldots, v_{q,K}) \) where \( 1 \leq q \leq 2^K \). Compute each distance \( D_q \) between state \( s \) and vertex \( V_q \),
\[ D_q = \sqrt{\sum_{i=1}^{K} (x_i - v_{q,i})^2} \]
If there exists a distance \( D_q = 0 \), then PLB corresponding to vertex \( V_q \) is 1 and others are 0. Otherwise, PLB \( \phi \) corresponding to the vertex \( V_q \) is
\[ \phi_q = \frac{1/D_q}{\sum_{i=1}^{2^K} 1/D_i} \quad (12) \]
The other \((N - 2^K) \) values in PLB \( \phi \) are 0.

From Eq.(12), we can see that the size of PLB increases exponentially with the linear increase of the states dimension. It is easy to implement for low-dimension, where the dimensionality of multi-dimension \( K \) is small. Thus, this extension for high-dimension is not recommended for practise. One possible way for high-dimension is feature selection or feature extraction before the extension. And another possible way is to do the state projection from multi-dimension to 1-dimension.

Note that the sum of all features defined as Eq.(12) for each state is 1. Then, the extension of multi-dimension PLB holds the properties of 1-dimension PLB. That is, the error bound of the TD learning family with multi-dimension PLB is the same as in Theorem 1.

2. States projection into 1-dimension for non-deterministic dimensionality

When the dimensionality is not deterministic, the extension from 1-dimension to multi-dimension becomes impossible. Then, a possible way is to do projection. Firstly, an optimal way to construct piecewise linear basis is shown as follows.

(1) An optimal projection

Suppose \( V^\pi(s) \) is the optimal value function for policy \( \pi \) for some MDP. Then, a projection \( P \) from states \( S \) to the interval \([V_{\min}^\pi(s), V_{\max}^\pi(s)]\), where \( V_{\min}^\pi(s) = \min_a V^\pi(s) \) and
$V^\pi_{\text{max}}(s) = \max_s V^\pi(s)$, is defined as $P(s) = V^\pi(s)$. It is easy to see that this projection is optimal.

Certainly, it is not necessary to learn a PLVF if we can get an optimal value function. Moreover, there is usually not such a given optimal value function in practise.

(2) An approximate projection

In this paper, we find by empirical experiments that a projection using a sub-optimal value function can usually accelerate the convergence of learning. The reason can be explained as follows: the projection using a sub-optimal value function may have captured the structure of the optimal value function. The result is shown in the experiments.

3. The LPB-TD learning

The LPB-TD learning refers to the Temporal difference learning family with Linear piecewise basis. In LPB-TD, there are two steps: (1) Build the linear piecewise basis $\phi$; (2) Learn the parameters $\theta$ via the linear TD learning family (linear TD, GTD, GTD2, or TDC), see Fig.1.

![Fig. 1. Two steps of the LPB-TD learning](Image)

Suppose a state in reinforcement learning problem is represented as a multi-dimension (noted as $K$-dimension) vector. In step (1), (1) If $K$ is not deterministic, then the projection method is used to project the states into 1-dimension and the value function with 1-dimension piecewise linear basis is built; (2) If $K$ is deterministic, and $K = 1$, then it is easy to build directly the value function with 1-dimension piecewise linear basis; (3) If $K$ is deterministic, and $K > 1$, then the value function with multi-dimension piecewise linear basis (extension from 1-dimension) is built.

V. Empirical Results

In this paper, three experiments are used to demonstrate the effectiveness of the proposed PLB-TD algorithm: (1) Boyan-chain (1-dimension), a standard episodic task for comparing the TD methods; (2) Mountain car (2-dimension), a classic RL problem with a continuous state space; (3) Maze (non-deterministic dimensionality), a classic discrete RL problem for testing RL algorithms.

1. Boyan-chain

Fig.2 shows the Boyan-chain problem in the general form. In order to demonstrate the effectiveness of piecewise linear basis, results were conducted with two different problem sizes: 14 (original problem) and 102 (extended problem) states.

![Fig. 2. The general Boyan chain problem](Image)

For all states, $s > 2$, the transition probability from $s$ to $(s - 1)$ or $(s - 2)$ is 0.5, and reward of all transitions are $-3$, except from state 2 to 1 (when reward is $-2$) and transitions to 0 (when reward is 0). The optimal state value function is $V(s) = -2s$. The performance of all algorithms are compared in term of RMS error of values over all states: $\|V - \tilde{V}\|_2$.

![Fig. 3. The original problem with 14 states, TD($\lambda$), where $\alpha = 0.01$, $\lambda = 0.4$, without decreasing $\alpha$](Image)

![Fig. 4. The extended problem with 102 states, TD($\lambda$), where $\alpha = 0.1$, $\lambda = 0.4$, without decreasing $\alpha$](Image)

The experimental results are averaged by 30 runs with parameter vector $\theta$ of each algorithm initialized to zero. The step size $\alpha$ used in these experiments takes in two forms as follows: (1) keeps as a constant, $\alpha = 0.01$ or 0.1; (2) decrease as $\alpha_t = \alpha_0 \frac{N_0 + 1}{N_0 + \text{Episode}\#}$ (13)

Note that in Boyan-chain problem, the states are arranged in a natural interval $[1, 2, \cdots, 14]$, then there is no need to use a projection and the piecewise linear basis can be directly applied to the states. The selection of the parameters $\alpha$ (in the decreasing case), $\lambda$ and $N_0$ was based on experimental finding the best in the set $\alpha_0 \in \{0.01, 0.1, 1.0\}$, $\lambda \in \{0, 0.4\}$ and $N_0 \in \{100, 1000, 10^5\}$. The number of piecewise linear basis are set

*It is easy to extend the state-action value based method. In the paper, we use state value based method for example.
as \( n \in \{2, 4, 8, 16\} \) for 14 Boyan-chain states and \( n \in \{2, 8, 32, 128\} \) for 102 Boyan-chain states. The result of the best member from the TD learning family of TD(\( \lambda \)), GTD, GTD2 and TDC is chosen to show in figures. The performance of PLB-TD with different parameters are shown in Fig. 3 for the original problem with 14 states; and in Fig. 4 for the extended problem with 102 states.

From these curves in both 14 and 102 states, we can find that with the increase of the PLB size, the RMS error of \( V(s) \) over all states decrease significantly. It is then in an experimental way proved that Theorem 1 is true.

2. Mountain car

In the Mountain car simulation\(^1\), the learning agent needs to drive an underpowered car up a steep mountain road, see Fig. 5(a). The reward in this problem is \(-1\) for all time steps until the car moves past its goal position at the top of the mountain, then the episode ends. There are three possible actions: full throttle forward \(+1\), full throttle reverse \(-1\), and zero throttle \(0\). The car moves based on simple physics. Its position \( x_t \), and velocity \( \dot{x}_t \) are updated by: \( x_{t+1} = \text{bound} [x_t + \dot{x}_t \cdot \Delta t] \), \( \dot{x}_{t+1} = \text{bound}[\dot{x}_t + 0.001\alpha_t - 0.0025\cos(3x_t)] \), where the bound operation enforces \(-1.2 \leq x_{t+1} \leq 0.5 \) and \(-0.07 \leq \dot{x}_{t+1} \leq 0.07 \). The car starts at the position \( x_0 = -0.3 \), and its goal position is \( x_f = 0.5 \).

Fig. 5. An illustration for Mountain car and Maze. (a) Mountain car; (b) Maze

The experimental results of the curves are averaged by 10 runs. The parameter settings are summarized as follows: (1) Step size \( \alpha \) varies from decreasing as Eq. (13) and not decreasing, the initial value varies from \( \{0.1, 0.2, 0.5\} \); (2) \( \lambda \in \{0.2, 0.4, 0.8\} \), \( \beta = 0.1 \).

It is difficult to compute the RMS error of \( V(s) \) over all Mountain car states. Then, the learning performance is compared based on the ultimate “sum of rewards” of an episode. From Fig. 6, we can find that (1) different members from TD learning family with different parameter settings have a different convergence rate; (2) in Fig. 6(a), they converge at about or below than \(-82\); in Fig. 6(b), they converge at about \(-82\), but below than \(-80\); in Fig. 6(c) and (d), they converge at about \(-80\). (3) The trend is that with the increase of the pieces, all algorithms converge closer to the optimal policy.

3. Maze

Consider a maze shown in Fig. 5(b), where ‘S’ is the start position; ‘G’ is the goal position, and ‘A’ represents the position of the agent. The objective of the learning agent is to escape from the maze as soon as possible. In each position of Fig. 5(b), there are four actions, up, down, left, and right, which takes the agent deterministically to the corresponding neighbor position, except when a movement is blocked by an obstacle or the maze edge. Reward is \(-1\) on all transitions, except those into the goal state, which reward is \(0\).

Traditional tabular reinforcement learning algorithms have well performances in the Maze problem. However, reinforcement learning with linear function approximation is rarely applied to Maze. One possible reason may be that the dimensionality of maze is not deterministic. That is, there is not a well defined feature function that can be used to deal with all possible mazes. In our experiments, sub-optimal value function is used to project the states into an interval, and 1-dimension piecewise linear basis is then built. From the learning curves in Fig. 7, we can find that with the increase of the pieces number, the ultimate RMS error decreases.

VI. Conclusion

In this paper, related works of reinforcement learning with function approximation to deal with large scale and/or continuous reinforcement learning problems are summarized. A new algorithm PLB-TD is proposed in order to decrease the error bounds further via piecewise linear basis. Multi-dimension piecewise linear basis is proposed to solve different reinforcement learning problems. The theoretical and empirical results show the effectiveness of the proposed method.
Future work includes (1) Projection method from multi-dimension into 1-dimension should be further studied. (2) In the extension from 1-dimension to multi-dimension, the distance is based on Euclidean distance. Other distance functions can be further studied. For example, metrics between two states in a MDP have been well studied in Ref.[26] for a discrete state space and in Ref.[27] for a continuous state space. Bisimulation metric is a metric generalization of bisimulation using the Kantorovich metric between probability distributions.
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